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Gaussian Processes for Regression

Quantify the uncertainty or uncertainty quantify

Gaussian Process to describe a distribution over functions
























Of A Gaussian process is a collection of random

variables any finite number of which have a joint

Gaussian distribution RW

X any set index

A random process Xt is a GP indexed by X

it for any it t.nl C X a random vector formed

by Xlt Ntn is jointly Gaussian or Nti Nti

is a multivariate Gaussian



Specification of GP

GP can be specified by

mean function Mi X t R st M t ECX t

covariance function ki Xxx t.IR

s.tkt.si cov X t NSD a.k.a Kernel function

The kernel function is required only to be symmetric and

positive definite

X t GP Mt K t S t.SE X



Examine 0 dim multivariate Gaussian distribution is a

GP indexed by 1 2 DY

See PRM L section 2.3.2

E 쏈 X t i t x where it NC 가 1 0 1 and te R

Then Nt is a GP indexed by R

ti tn Nt X it

M t E Nt t E 다 0

K t s 시비 X151 E tx.sk ts E I 5



If A stochastic process 1X 비 201 is said to be
random

a Brownian motion Wiener process if

X 0 0 Xt wi WE S2

IX H t 201 has stationary and

independent increments

For t so Nt is normally distributed with mean o and

variance t

With probability I t not Nt is continuous



For t.ch tn joint density Xlt X tn

Nt X t X t X tn XC.tn are independent and

X tk X te N 0 tk_ta

Eg Brownian motion l Beti 201 is a GP indexed by Rt

Each of Bail Btn can be expressed as a linear

combination of independent normal r.ir 8 배 BH Ect Ktn 미타



Gaussian Processes for Regression GPR

Notations

X i index set of GP

z i collection of random variables indexed by X

za GP MCA Ka 씨 X K E X



For any finite set X An E X

ACK Zarif N Nh K

where Mn µ 凶 µ X2 µ 凶川 Ki K t T

Cov Zai EC D

index set of GP domain of function

GPR i nonparametric Bayesian regression method using

the properties of GP



Gaussian Processes for Regression

Goal i estimate an unknown function 5 with noisy

observations ht til of f at points 수 It tl

with error bars U q

Idea i GP as defining a distribution over functions and

inference taking place directly in the space of functions

We dispense with the parametric motel and instead

define a prior distribution over functions directly



Linear regression revisited

Training data set D An.tn ri N

K i D tim input vector ti target value

ya i prediction value at x

predictive distribution

Goal i find p 1 t X H at some new input t

Fix basis functions 0 0 vn or feature map Is

Linear model

ya m WT EC씨 weight vector us ERM



Model assumption

t NC.tl Y X W1 pi precision p o

prior over m

p W1 1 X N ut I I I

posterior over m

P WI I t N 내 I MIN SN

MIN P Su Itt

si x I t p E I



Example

Let m N ut I I I be as a prior

For ntl 2 N let Ya i Y 써내 Wi I 私 Then yn

can be seen a 1 dim random variable 1 dim Gaussian

Let Yi Y Yari Then

NX

MyEm
MN

is the N dim random vector where Ink 0K An



또 is called design matrix so that

X 0 C씨

i

粃 刈

I CAT里 二 作名 이씨 이씨 씨 毖岱i i

A 있 신

Since Y is a linear combination of us Gaussian dist

y is N dim Gaussian CY is determined by the first

and the second moments

G EY E 내 I Eat 0

Cov D E E Y Y I E 내 T

씄 I i k



where K is the gram matrix

K
nm kcxn.tn 文 虹私T모 Km

and Ka 刈 is the kernel function



In general GP is defined as a probability distribution

over functions yet st the set of values of ya

evaluated at an arbitrary set 싸 jointly have a

Gaussian Distribution



A key point about Gaussian processes is that the

joint distribution over N variables y YN is specific

completely by the second order statistics

Time we have not any knowledge about the mean of

yet we take it to be zero This is equivalent

to choosing the mean vector of prior pal x to be

The specification of GP is then completed by giving

the covariance of ya evaluated at any two values

of X with kernel E Yan Y Km K Xn Xm



Sketch of GPR

Let 5C씨 XX be a zero mean GP indexed by

its domain space lk

Ie Yㅴ

ix 이 巡門
似

洵KC K

and

y C씨 K 씨 씨 K X Ka Ka A

ya Nf 收 必 Ice H
Y 乂刈

Kuta Kit X KC妗 炘

必



Assume t y En with Eno.se N 0 f

t N o 1kt In

and

i ii N 必 十 吐 州

Since pc t.lt is Gaussian so is pet It

p It N E1 m t Ect



GPR in detail

We shall consider the noise on the observed target value

Assumption i Gaussian noisy

model.tnYn t E n 1 2 N

where En followed zero mean Gaussian with precision P

So for an N dim vector y y Yari the probability

distribution over It ti tai can be expressed as

P H l Y N H l Y f IN



where IN is the Nx N identity matrix

From the definition of GP prior dist over y

P Y N Y l o K N dim Gaussian

The kernel function determining the gram matrix K is

typically chosen to express the property that

An Am Yan and Yam are strongly correlated



One widely used kernel function for GPR is given

by

Kan Xm i Oo exp f f 11 Xn Ami l t Os t O xi Xm

Now we consider the distribution over t By PR ML

section 2.3.3 linear Gaussian motel we obtain

p H 1 P H l Y pi d Y N 1 E 6.61

where E K F IN with can m K Xn Km t AS nm



Using Gaussian process viewpoint we shall build a mode

of the joint probability distribution over sets of data

points

Goal Given training data points make prediction of

target value for new input

some new input I i its target value

X t set of training data

Find the predictive distribution pc.tl pctl X t



Let i ti tar ET Nt I dim random vector

To find p t 1 t we first consider pet From 6.61

p E N 1 Et Ntl dim

Gaussian

The covariance matrix can be decomposed as

Ntl X IN十川
IN

where k is the N dim vector whose nth element

is K Xn 사 and c K t t t p



Sine the conditional Gaussian distribution is again

a Gaussian put It is Gaussian 姦

From 2.81 and 2.82 Ntl Jim

p t 1 t N E1 M t G2 c t

where met ki E t
depending on It

Get c 心 卍 k



The expectation of predictive distribution can be written as

met 羔
心

an K Can 쌰

where an is the nth component of Etl

Remark i

computational costs of GPR the invention of Nx N

matrix requires 0cal once For each new point

GPR has the cost 0CN2 from the matrix multiplication



GPR in the real world learning for hyperparameters

Hyperparameter 廳一 too Q Os Os l and p

Log likelihood function

ln P t 10 I ln l El I IE t _Een 2 지

IT In Plt 10 I E Tt t E tide It

Generally ln PCH 10 is not convex



Tensorflow Probability

Exponentiation Quadratic

Kan Km of exp 私 一 쎄
2

2 of

a i amplitude

a length sale

Yp observation noise variance

Kan Xm i Oo exp f f 11 Xn Ami l t Os t O xi Xm


